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key proteins involved. NLRP3 is a critical member of the 
NOD-like receptor (NLR) family, which includes NLRP2, 
NLRP4, NLRP6, NLRP7, and others [1]. Among these, 
NLRP3 is the most prominent member of the NLR fam-
ily. It consists of a pyrin domain (PYD), a NACHT domain 
required for ATPase activity, and a leucine-rich repeat 
(LRR) motif [2–4]. Upon detection of activation signals, 
NLRP3 transitions from an inactive homotypic oligomer 
to an active oligomeric inflammasome, promoting the 
assembly of the adaptor molecule ASC, activating cas-
pase-1, and inducing the proteolytic cleavage and activa-
tion of pro-inflammatory cytokines from the IL-1 family 
and gasdermin D [5]. Aberrant activation of NLRP3 can 
trigger the onset of inflammatory diseases. Growing evi-
dence indicates that NLRP3 significantly contributes to 
alcohol-related liver disease (ALD), making it a potential 
therapeutic target. ALD encompasses a range of alcohol-
induced liver disorders, including alcoholic steatohepatitis 

Introduction
Inflammatory responses are common physiological 
and pathological processes that occurs in response to 
external invaders. Inflammasomes play a crucial role 
in this process, with NLRP3 (NOD-like receptor fam-
ily pyrin domain-containing protein 3) being one of the 
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Abstract
The NLRP3 inflammasome plays a crucial role in inflammatory responses, particularly in alcohol-related liver 
disease (ALD). Given that NLRP3 has emerged as a potential therapeutic target for ALD, the development of 
effective inhibitors is of great importance. In this study, we trained 11 regression models, and the results showed 
that LightGBM, Random Forest, and XGBoost performed the best, achieving R² values of 0.774, 0.755, and 
0.719, respectively. Using machine learning models and physical methods, we screened more than 11.5 million 
compounds from Asinex, Princeton, UkrOrgSynthesis, Chemdiv, Chembridge, Alinda, Enamine, and Lifechemicals, 
which led to the identification of 26 potential NLRP3 inhibitors. Furthermore, molecular dynamics simulations and 
MMGBSA binding energy calculations confirmed the stability of the interactions between NLRP3 and three key 
molecules: 19,655,631 (source Chembridge), 38,214,692 (source Chembridge), and Z1180203703 (source Enamine). 
Additionally, ADMET analysis revealed their favorable pharmacokinetic properties. This study provides insights and 
candidate molecules for discovering NLRP3 inhibitors, potentially applicable in treating related diseases.
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(ASH), cirrhosis, and hepatocellular carcinoma (HCC) 
[6]. The liver regulates a wide range of critical physiologi-
cal processes and plays an essential role in activating the 
innate immune system, which initiates inflammatory 
events. Chronic ethanol exposure disrupts hepatic inflam-
matory mechanisms and leads to the release of pro-
inflammatory mediators, such as chemokines, cytokines, 
and the activation of inflammasomes. The mechanisms 
underlying liver fibrosis/cirrhosis involve the activation 
of the NLRP3 inflammasome [7]. Studies have shown that 
prolonged alcohol exposure activates CYP2E1 in hepa-
tocytes, leading to antioxidant system dysfunction and 
excessive production of reactive oxygen species (ROS) and 
inducible nitric oxide synthase (iNOS) [8, 9]. This results 
in endoplasmic reticulum stress and activates the inflam-
matory response through the TLR4/MyD88/NF-κB signal-
ing axis, significantly promoting NLRP3 inflammasome 
activation [10, 11]. Once activated, the NLRP3 inflam-
masome exacerbates the inflammatory signaling cascade 
through its sustained release of pro-inflammatory media-
tors. An in vivo study demonstrated that ethanol-fed mice 
exhibited significantly higher expression of inflammasome 
components, including NLRP3, ASC, and caspase-1, com-
pared to control mice [12]. In contrast, the absence of 
NLRP3 inflammasome components reversed the increase 
in pro-inflammatory cytokine-mediated steatosis and 
hepatic injury in alcohol-exposed mice [13]. These stud-
ies underscore the critical role of NLRP3 in the patho-
genesis of ALD. While current research has advanced our 
understanding of the mechanisms underlying ALD, effec-
tive pharmacological treatments remain lacking. Over the 
past decade, significant progress has been made in eluci-
dating the role of NLRP3 inflammasome formation and 
activation in liver injury and the specific contributions of 
upstream and downstream signaling pathways involved. 
As such, the development of NLRP3-targeted drugs holds 
great potential for the treatment of ALD.

In recent years, the development of machine learning 
(ML) techniques has garnered significant attention from 
drug developers due to their efficiency and cost-effec-
tiveness. ML plays a crucial role in drug discovery and 
development [14, 15]. Recently, Maryam Zulfat and oth-
ers constructed a classification model to discover small 
molecule inhibitors targeting NLRP3 for the treatment of 
Alzheimer’s disease, achieving an accuracy of up to 94% for 
the best model. Additionally, Cheng Shi and colleagues suc-
cessfully screened the molecule CSC-6 through the devel-
opment of a machine learning classification model and 
structure-based drug discovery methods, with an IL-1β 
inhibition effect of 2.3 ± 0.38 µM in PMA-THP-1 cells. 
These reports indicate the feasibility of machine learning 
and structure-based drug discovery methods. However, 
there have been no reports on constructing machine learn-
ing regression models for the discovery of small molecule 

inhibitors targeting NLRP3. In this study, we describe an 
approach that integrates machine learning regression mod-
els with molecular docking, molecular dynamics (MD) 
simulations, ADMET predictions, and MM-PBSA calcu-
lations to predict novel and potential inhibitors targeting 
NLRP3. This approach aims to provide insights for drug 
development in the clinical treatment of ALD.

Materials and methods
Data collection
The dataset of NLRP3 molecules along with their activ-
ity data for machine learning modeling was sourced from 
the CHEMBL database [16] and patents. The data collec-
tion process from the CHEMBL database was as follows: 
we searched for the keyword “NLRP3” and selected the 
human NLRP3 target. On the target page, we downloaded 
the IC50 distribution data from the Activity Charts. 
Based on the downloaded CSV file, rows where the “Stan-
dard Relation” was not “=” were removed. We excluded 
non-IL-1β activity types based on the descriptions in 
the “Assay Description” column, and converted “Stan-
dard Units” to “nM.” Finally, we retained the columns for 
SMILES and Standard Value. A total of 398 molecular 
structures and their NLRP3 activity data were collected.

For molecular data from patents, we retrieved 
data from nine patents containing NLRP3 molecules 
with IL-1β inhibition activity: WO2021214284A1, 
WO2018015445, WO20181674681, WO2020234715A
1,WO2021150574A1,WO2021209539A1,WO202120
9552A1, WO2021214284A1, and WO2020021447A1. 
Molecular structures from the patents were sketched 
using ChemDraw 20.0, and IC50 values were extracted. 
This provided 825 additional data points. In total, we 
obtained 1,223 data points from both sources. IC50 val-
ues were then converted to pIC50.

Descriptor calculation and data splitting
In this study, molecules were represented using Morgan 
fingerprints (with a radius of 3 and a length of 2048 bits), 
calculated using the RDKit 2022.09.5 package. These fin-
gerprints encode molecular structures by traversing each 
atom and its bonding relationships, with hashing opera-
tions ensuring uniform vector lengths. As a result, molec-
ular fingerprints are typically high-dimensional, sparse 
binary vectors (0/1), which are well-suited for machine 
learning models such as support vector machines and 
fully connected neural networks that handle high-dimen-
sional sparse vectors effectively.

In addition, since molecular properties such as molecu-
lar weight, solubility, and surface area are often related 
to activity and drug-likeness. The following descriptors 
were also computed using the RDKit 2022.09.5 pack-
age: mol_weight, log_p, num_h_donors, num_h_accep-
tors, tpsa, num_rota1_bonds, num_aromatic_rings, 
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num_aliphatic_rings, num_saturated_rings, num_hetero-
atoms, num_valence_electrons, num_radical_electrons, 
and qed. These additional descriptors supplemented the 
information provided by molecular fingerprints, address-
ing gaps in domain knowledge in pharmaceutical science. 
Both were combined to form the feature vectors.

We randomly split the dataset of 1,223 molecules into 
an 80:20 ratio using scikit-learn’s ‘train_test_split’ func-
tion, with 80% for training and 20% for testing.

Regression model training and testing
To explore the performance of various regression models 
in predicting pIC50 values, we compared a range of clas-
sical regression algorithms, including linear regression, 
ridge regression, Lasso regression, ElasticNet regres-
sion, support vector regression (SVR), K-nearest neigh-
bor (KNN) regression, decision tree regression, random 
forest regression, gradient boosting regression, XGBoost 
regression, LightGBM regression, and multilayer percep-
tron (MLP) neural network regression.

The selected regression models span linear models, reg-
ularized models, nonlinear models, and ensemble learn-
ing models. Linear regression and its regularized versions 
(Ridge, Lasso, ElasticNet) served as baseline models to 
assess their performance on simple linear relationships. 
Nonlinear models such as SVR and KNN were employed to 
capture complex nonlinear relationships between molecular 
structures and pIC50 values. Ensemble models, including 
random forest, gradient boosting, XGBoost, and Light-
GBM, were chosen for their ability to handle large, complex 
datasets and exploit high-dimensional features effectively. 
Additionally, the MLP model, as a neural network, learned 
complex nonlinear mappings through multiple hidden 
layers. XGBoost regression was implemented using the 
“xgboost 2.1.0” package, LightGBM regression with the 
“lightgbm 4.4.0” package, and the remaining algorithms 
were implemented using the scikit-learn 1.0.2 package.

Evaluation metrics
For model evaluation, the study employed Mean Squared 
Error (MSE) and the coefficient of determination (R²) as 
primary performance metrics. These metrics reflect the 
model’s prediction error and goodness-of-fit, providing 
an intuitive understanding of model performance in pre-
dicting pIC50 values.

Mean Squared Error (MSE) is a metric used to measure 
the difference between predicted and true values, calcu-
lated as:

 
MSE =

1

n

∑
n
i=1 (ŷi − yi)

2

where n  is the number of samples, yi  is the predicted 
value for the i -th sample, and ŷi  is the true value. A 

lower MSE indicates smaller prediction error and higher 
accuracy. In this study, MSE was used to assess the error 
in predicting pIC50 values, with lower MSE values indi-
cating that the model better captured the relationship 
between molecular descriptors and pIC50.

Coefficient of Determination (R²) measures the good-
ness-of-fit of a model, ranging from 0 to 1. It is calculated 
as:

 
R2 = 1−

∑
n
i=1 (yi − ŷi)

2

∑
n
i=1 (yi−

−
y )2

where −y  is the mean of the true values. Higher R² values, 
closer to 1, indicate stronger explanatory power of the 
model. An R² of 1 indicates perfect fit, while an R² of 0 
means the model has no explanatory power. In this study, 
R² was used to evaluate how well the model fit the pIC50 
data. Higher R² values suggest the model captured the 
variance in the target variable effectively. By comprehen-
sively analyzing both MSE and R², we could evaluate the 
predictive performance of various regression models and 
select the optimal model for pIC50 prediction.

Database preparation
In this study, a combined dataset of 11,526,814 molecules 
was used, sourced from various commercial compound 
databases, including Asinex, Princeton, UkrOrgSyn-
thesis, Chemdiv, Chembridge, Alinda, Enamine, and 
Lifechemicals. This extensive compound collection 
greatly increases the possibility of discovering novel 
NLRP3 inhibitors.

Virtual screening
First, the LightGBM, Random Forest, and XGBoost 
models were used to predict the pIC50 values for the 
database compounds. Compounds predicted to have a 
pIC50 greater than 6 by all three models were considered 
potential candidates. These selected molecules were then 
subjected to subsequent molecular docking and binding 
affinity prediction analyses.

Before docking, the 3D structures of the molecules were 
prepared using the LigPrep module in the Schrödinger 
software suite. This process involved energy minimiza-
tion of the molecules under the OPLS4 force field, pro-
tonation state prediction using the Epik method [17], and 
removal of any salts or ions from the molecular library. 
The cleaned molecules were then used for structure-based 
virtual screening. The crystal structure of the NLRP3 pro-
tein (PDB ID: 7ALV [18]) retrieved from the PDB data-
base (https://www.rcsb.org/) was used as the basis for 
virtual screening. The Protein Preparation Wizard mod-
ule in Maestro 13.0 was employed to prepare the protein, 
including adjustments to bond orders, charge assignments, 

https://www.rcsb.org/


Page 4 of 14Jiang et al. BMC Chemistry          (2024) 18:210 

removal of water molecules, addition and optimization of 
hydrogen atoms, protonation state prediction of amino 
acids at pH 7.4, and energy minimization under the OPLS4 
force field. The receptor grid files for the docking site were 
generated using the Receptor Grid Generation module in 
Schrödinger 2022-3, with the co-crystal ligand from the 
prepared structure selected as the center of the active site.

Docking and affinity calculations were performed 
using the Virtual Screening Workflow (VSW) module in 
Schrödinger 2022-3, employing HTVS, SP, and XP algo-
rithms in sequence to screen the prepared molecules. 
Finally, binding energies were further refined using the 
prime MMGBSA method to select the most promising 
compounds.

Molecular dynamics simulation (MD)
Molecular dynamics (MD) simulations were performed 
using the AMBER 22 software suite [19, 20]. Before the 
simulation, BCC charges for the small molecules were 
calculated using the antechamber module [21]. Small 
molecules and proteins were described using the GAFF2 
[22] and ff14SB force fields [23], respectively. Hydrogen 
atoms were added using the LEaP module, and the sys-
tem was solvated in a TIP3P octahedral water box [24], 
with periodic boundaries set to 10 Å. Na+/Cl- ions were 
added to neutralize the system, and the topology and 
parameter files were generated for simulation.

Energy minimization was performed using 2,500 steps 
of steepest descent and 2,500 steps of conjugate gradient 
minimization. The system was then heated from 0  K to 
298.15 K over 200 ps under constant volume. This was fol-
lowed by 500 ps of NVT ensemble simulation at 298.15 K 
to allow for uniform solvent distribution. Lastly, 500 ps 
of NPT ensemble equilibration was performed, followed 
by a 100 ns NPT production run. Non-bonded interac-
tions were truncated at 10 Å, and long-range electro-
static interactions were calculated using the Particle Mesh 
Ewald (PME) method [25]. SHAKE was used to constrain 

hydrogen bond lengths [26], while temperature control 
was maintained using the Langevin thermostat [27], with a 
collision frequency of 2 ps⁻¹. The pressure was maintained 
at 1 atm, and the integration time step was set to 2 fs. Tra-
jectories were saved every 10 ps for subsequent analysis.

MM/GBSA binding free energy calculation
Binding free energies between proteins and ligands were 
calculated using the MM/GBSA method [28, 29]. The 
MD trajectories from 90 to 100 ns were used for the 
calculation, and the binding free energy (∆Gbind ) was 
determined using the following equation:

 ∆Gbind = ∆ Einternal +∆ EVDW + ∆ Eelec+∆ GGB + ∆ GSA

In this equation, ∆ Einternal represents internal energy, 
∆ EVDW denotes van der Waals interactions, and ∆ Eelec  
refers to electrostatic interactions. ∆ GGB and ∆ GGA rep-
resent the solvation free energy, where ∆ GGBis the polar 
solvation energy and ∆ GGA is the non-polar solvation 
energy. ∆ GGB was calculated using the GB model devel-
oped by Nguyen et al. [30], and ∆ GGA was calculated as 
the product of surface tension (γ) and solvent-accessible 
surface area (SASA) [31], with ∆ GSA = 0.0072× SASA
. Entropic contributions were omitted due to their high 
computational cost and low precision [28].

ADMET prediction
ADMET properties were predicted using the QikProp mod-
ule in Schrödinger 2022-3. The QikProp module was used 
to predict properties such as QPlogPo/w, QPlogS, QPlogH-
ERG, QPPCaco, QPlogBB, and human oral absorption.

Results and discussion
Data distribution and model training
A total of 1,223 NLRP3 inhibitor molecules, each with 
IC50 data for IL-β inhibition, were collected from the 
CHEMBL database and nine patents. Before modeling, 
IC50 values were converted to pIC50 and randomly split 
into a training set and test set in a 4:1 ratio. The data dis-
tribution after splitting is shown in Fig. 1. The distribu-
tion of the test and training sets follows an approximately 
normal distribution, and both sets display similar pat-
terns. This indicates that our random split is uniform, 
providing a solid foundation for accurate modeling.

Molecular representation refers to numerical depic-
tions of molecular properties, such as molecular descrip-
tors, fingerprints, SMILES strings, and potential energy 
functions [32]. However, when predicting molecular 
properties for biochemical mechanisms that remain 
unclear, it can be challenging for scientists to design 
effective molecular descriptors, leading to failures in 
constructing QSAR models. Since molecular properties 
are largely determined by molecular structure, including Fig. 1 Distribution of activity data in the training and test sets
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functional groups, researchers aim to incorporate molec-
ular bonding relationships into QSAR modeling. In this 
study, we used Morgan fingerprints (with a radius of 3 
and a length of 2048 bits) as one of the molecular repre-
sentation methods. Additionally, given that we are study-
ing drug molecules, we included drug-likeness-related 
molecular descriptors, such as molecular weight, solubil-
ity, and surface area, to complement the molecular rep-
resentation. Based on the molecular representation and 
pIC50 data, we followed the machine learning workflow 
shown in Fig.  2 to train models using linear regression, 

ridge regression, Lasso regression, ElasticNet regression, 
support vector regression, K-nearest neighbor regression, 
decision tree regression, random forest regression, gradi-
ent boosting regression, XGBoost regression, LightGBM 
regression, and multilayer perceptron (MLP) neural net-
work regression.

Model testing and selection of the best model
We calculated the residuals between predicted and 
experimental data for each model on the test set. The 
results are shown in Fig. 3, where a smaller residual (Abs 

Fig. 2 Machine learning workflow

 

Fig. 3 Residual plot based on the test set
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Error) indicates a closer match between the predicted 
and experimental results. As shown in Table 1, the results 
show that LightGBM, Random Forest, and XGBoost are 
the top three models, with MSE values of 0.298, 0.323, 
and 0.370, and R² values of 0.774, 0.755, and 0.719, 
respectively. Additionally, Gradient Boosting, Multi-layer 
Perceptron, Ridge Regression, and Decision Tree models 
also performed well, with MSE values below 0.5 and R² 
values above 0.5. In contrast, the K-Nearest Neighbors, 
Support Vector, ElasticNet Regression, Lasso Regression, 

and Linear Regression models showed poor performance 
in both MSE and R². Notably, the Linear Regression 
model exhibited particularly high error values, indicating 
that it is unsuitable for modeling NLRP3 inhibitors. Con-
sequently, further analysis will focus on the performance 
of the LightGBM, Random Forest, and XGBoost models.

Figure  4 shows scatter plots of the predicted versus 
experimental results for the LightGBM, Random Forest, 
and XGBoost models on the training and test sets. For all 
three models, the training set data fits the experimental 
results well, with points distributed symmetrically along 
the central diagonal line, indicating no signs of overfitting 
and confirming that our models are robust and reliable.

In the test set, the predicted results of LightGBM, Random 
Forest, and XGBoost also show a high degree of correlation 
with the experimental results, with data points clustered 
near the central diagonal line. This suggests that the models 
perform well on unseen molecules. In summary, the Light-
GBM, Random Forest, and XGBoost models we developed 
can be effectively used for screening NLRP3 inhibitors.

Machine learning-based screening of a large-scale 
compound library
Machine learning models offer significant advantages in 
drug discovery, not only due to their accuracy but also 

Table 1 MSE and R² calculated for each model on the test set
Model name MSE R2

LightGBM 0.298 0.774
Random Forest 0.323 0.755
XGBoost 0.370 0.719
Gradient Boosting 0.372 0.716
Multi-layer Perceptron 0.436 0.669
Ridge Regression 0.492 0.627
Decision Tree 0.572 0.566
K-Nearest Neighbors 0.786 0.403
Support Vector 1.150 0.128
ElasticNet Regression 1.196 0.093
Lasso Regression 1.197 0.092
Linear Regression 1.84E + 17 -1.40E + 17

Fig. 4 Scatter plots of the predicted versus experimental results for LightGBM, Random Forest, and XGBoost on the training and test sets
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their speed in screening large compound libraries. In this 
study, we collected a total of 11,526,814 compounds from 
eight commercially available molecular databases. As 
shown in Fig. 5, we used LightGBM, Random Forest, and 
XGBoost models in parallel to screen the dataset, select-
ing molecules predicted by each model to have a pIC50 
greater than 6 (indicating potential IL-1β inhibition with 
activity stronger than 500 nM). This initial screening 
yielded 43,276 compounds.

Next, we applied the HTVS, SP, and XP modes of the 
Glide software to further filter these molecules, result-
ing in 346 compounds. We then employed the Prime 
MMGBSA method to calculate the binding free energy of 
these compounds with NLRP3, selecting those with bind-
ing energies better than − 50 kcal/mol, narrowing the list 
to 41 compounds (see Table S1). Finally, we performed 
ADMET predictions and identified 26 compounds with 
favorable ADMET properties. The predicted pIC50 
values, docking scores, and Prime MMGBSA results 
for these 26 hits are summarized in Table  2, with the 
ADMET prediction results available in the Table S2.

As shown in the table above, the predicted activity 
values and binding energy data for the 26 hits identi-
fied through the screening process are presented. Addi-
tionally, we included the reference compound MCC950 
for comparison. Our calculations show that MCC950’s 
predicted pIC50 values in the LightGBM, XGBoost, and 
Random Forest models were 8.042, 8.034, and 8.029, 
respectively. Previous reports indicate that MCC950’s 
actual activity is 28 nM [33] and 8.5 nM [34], corre-
sponding to pIC50 values of 7.55 and 8.070, respectively. 
Clearly, our predictions closely match the experimental 
results, further confirming the reliability of the models 
we developed.

For the 26 selected compounds, the predicted pIC50 
values across the three models ranged between 6 and 8.6, 
suggesting that these molecules exhibit activity superior 
to 500 nM. Additionally, MCC950’s docking score and 
MMGBSA binding energy were − 6.935  kcal/mol and 
− 39.78  kcal/mol, respectively. Negative binding energy 
values indicate binding potential, with smaller values 
reflecting stronger binding affinity. In comparison, most 

Fig. 5 Virtual screening workflow
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of the 26 selected compounds exhibited better scores and 
binding energies than MCC950, suggesting that they also 
have an advantage in binding affinity, which is fundamen-
tal for exerting biological activity. Notably, compounds 
19,655,631 and 38,214,692 from the Chembridge data-
base, and compounds Z1180203703, Z4263586645, and 
Z192478440 from the Enamine database demonstrated 
the best activity. As shown in Fig.  6, these compounds 
feature diverse molecular scaffolds, indicating that they 
are promising novel NLRP3 inhibitors. We will further 
investigate their binding modes with NLRP3 and explore 
their dynamic binding properties.

ADMET prediction
1 Predicted octanol/water partition co-efficient log p 
(acceptable range: -2.0 to 6.5).

2 Predicted aqueous solubility; S in mol/L (acceptable 
range: -6.5 to 0.5).

3 Predicted IC50 value for blockage of HERG K + chan-
nels (concern below − 7).

4 Predicted Caco-2 cell permeability in nm/s (accept-
able range: <25 is poor and > 500 is great).

5 Predicted brain/blood partition coefficient (accept-
able range: -3.0 to 1.2).

6 Predicted Human Oral Absorption: (acceptable range: 
>75 is great).

7 Calculated value of RuleOfFive: (acceptable range: ≤1 
is great).

In addition to possessing binding affinity for the tar-
get, the favorable ADMET properties of small chemical 
molecules contribute to their pharmacological efficacy in 
vivo. We conducted ADMET calculations, and the results 
are shown in Table  3. The QPlogPo/w values indicate 
that our five hit molecules exhibit good oil-water distri-
bution characteristics and solubility, while QPlogHERG 
suggests that these molecules do not pose cardiotoxicity 
risks. The QPPCaco values demonstrate the good per-
meability of these molecules across cell membranes. The 
QPlogBB values range between − 3.0 and 1.2, suggesting 
favorable distribution properties. Furthermore, the pre-
diction results of Human Oral Absorption indicate that 
these molecules possess good absorption profiles in vivo. 
None of the molecules violate the “Rule of Five,” suggest-
ing good drug-likeness.

Table 2 Hits identified through virtual screening
Name LightGBM (pIC50) XGBoost (pIC50) Random_Forest 

(pIC50)
docking score (kcal/mol) MMGBSA 

dG Bind 
(kcal/
mol)

MCC9501 8.042 8.034 8.029 -6.935 -39.78
Chembridge:19,655,631 8.251 8.366 8.232 -8.373 -60.79
Enamine: Z1180203703 8.304 8.515 7.684 -7.505 -57.99
Chembridge:38,214,692 6.296 6.344 7.22 -7.102 -56.82
Enamine: Z4263586645 7.436 7.215 7.802 -7.391 -56.21
Enamine: Z192478440 7.352 6.836 7.647 -7.458 -56.2
Enamine: Z32463764 6.998 6.332 6.282 -6.727 -55.94
UkrOrgSynthesis: PB70887122 7.857 7.722 8.108 -7.306 -55.44
Enamine: Z92441463 7.66 7.532 7.186 -6.806 -55.27
Chemdiv: C594-0115 7.463 7.618 7.802 -7.694 -54.95
Enamine: Z2371440972 7.319 7.531 7.892 -7.469 -54.81
Lifechemicals: F6200-4395 6.432 6.233 6.969 -7.223 -54.65
Chembridge:45,249,460 6.653 6.74 7.567 -7.241 -54.44
IBS: STOCK6S-90,691 6.264 6.004 6.468 -8.521 -53.31
Chembridge:64,720,146 6.272 6.681 7.486 -7.145 -52.21
Enamine: Z3289682378 6.447 6.062 7.197 -7.036 -52.15
Enamine: Z17930893 6.293 6.137 6.045 -6.945 -51.93
Enamine: Z1213669791 6.642 7.449 7.443 -7.077 -51.68
Alinda: IBS-L0209972 6.761 6.654 6.754 -7.953 -51.52
Enamine: Z1942531317 7.487 8.366 7.886 -7.259 -51.52
Chembridge:48,372,456 8.096 7.053 8.135 -7.113 -51.47
Enamine: Z2335263608 6.334 6.257 6.002 -7.483 -51.35
Chembridge:59,927,739 7.52 7.701 6.994 -6.975 -51.2
Chembridge:61,131,069 6.176 6.608 7.125 -8.612 -51.13
Chembridge:56,193,240 6.377 6.26 6.986 -7.825 -50.66
Chembridge:43,388,692 6.392 6.191 7.701 -7.612 -50.52
IBS: STOCK6S-92,717 6.177 6.343 6.594 -7.515 -50.47
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Binding mode analysis
In this study, we docked these five most promising mol-
ecules to NLRP3, with their binding modes shown in 
Fig.  7A. It can be observed that all these molecules 
bind consistently between the NBD, HD1, WHD, and 
HD2 domains. This binding site is consistent with the 
one revealed by Dekker et al. [18]. using cryo-electron 
microscopy to elucidate the interaction between the 
small molecule MCC950 and the NLRP3 protein. This 
suggests that the selected molecules exert their inhibitory 
effect on NLRP3 by stabilizing the inactive conformation 
of the NBD, HD1, WHD, and HD2 domains.

As shown in Fig.  7B, Chembridge:19,655,631 forms 
hydrogen bonds with A228 and cation-π interactions 
with R578. Additionally, the molecule’s dimethyl group 
forms hydrophobic interactions with V414, I411, M408, 
and M661 within the protein. The binding mode of 
Chembridge:38,214,692 with the protein is depicted in 
Fig.  7C, showing hydrogen bonding with A228, R578, 
and S626, along with cation-π interactions with R578. Its 
benzene ring also forms hydrophobic contacts with V414 
and I411. Figure  7D illustrates the binding of Enamine: 
Z192478440 with hydrogen bonds formed with A228 
and S626, and π-π interactions with R578. The tert-butyl 
group of the molecule fits into a hydrophobic pocket 
formed by M408, V414, and I411. As shown in Fig.  7E, 

Enamine: Z1180203703 forms hydrogen bonds with 
R578, Q624, and S626 in the NLRP3 protein. Similarly, in 
Fig. 7F, Enamine: Z4263586645 binds through hydrogen 
bonds with A228, Q624, and S626, while its benzyl group 
interacts hydrophobically with M408, V414, and I411. 
These interactions form the basis for the stable binding 
between the small molecules and the protein, providing 
valuable insights for subsequent structure-based molecu-
lar modifications.

Molecular dynamics simulation analysis
The RMSD in molecular dynamics simulations reflects 
the mobility of the ligand. Greater RMSD values and 
fluctuations indicate higher mobility, while smaller and 
stable RMSD values reflect stable motion. As shown in 
Fig. 8A, the RMSD of the small molecules reaches stabil-
ity in the early stages of the simulation, fluctuating within 
a narrow range of 0–2 Å. This indicates that the small 
molecules bind tightly to the protein, maintaining high 
binding stability. Additionally, we analyzed the changes 
in RoG for the six complexes during the dynamic simula-
tion, as shown in Fig.  8B. RoG represents the compact-
ness of the system, reflecting the tightness of the NLRP3 
protein. The calculation results show that the RoG of the 
six complexes fluctuates stably between 23.5 and 24.25 
Å throughout the simulation, suggesting that MCC950, 

Fig. 6 Structures of compounds 19,655,631, 38,214,692, Z1180203703, Z4263586645, Z192478440

 

Table 3 ADMET prediction for hits
Compound ID QPlogPo/w1 QPlogS2 QPlogHERG3 QPPCaco4 QPlogBB5 HumanOralAbsorption6 RuleOfFive
mcc950 3.161 -5.603 -3.743 218.84 -1.398 87.339 0
Chembridge-19,655,631 1.2 -2.116 -3.887 262.487 -0.002 77.27 0
Enamine-Z1180203703 2.663 -4.788 -2.957 196.638 -0.941 83.589 0
Chembridge-38,214,692 3.364 -5.164 -6.095 579.141 -1.045 96.091 0
Enamine-Z4263586645 2.897 -4.894 -5.207 557.578 -0.917 93.061 0
Enamine-Z192478440 2.611 -5.445 -5.617 135.354 -1.602 80.381 0
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Fig. 7 The binding site information (A) and the binding modes of Chembridge:19,655,631 (B), Chembridge:38,214,692 (C), Enamine: Z192478440 (D), 
Enamine: Z1180203703 (E), and Enamine: Z4263586645 (F) with the NLRP3 protein. In the figure, yellow dashed lines represent hydrogen bonds, while 
green dashed lines denote cation-π or π-π interactions, plot by PyMOL 2.5.1 [35]
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along with 19,655,631, 38,214,692, Z1180203703, 
Z4263586645, and Z192478440, maintains the compact-
ness of the NACHT domain, thereby stabilizing the inac-
tive state of NLRP3 and exerting its inhibitory effect.

Based on the molecular dynamic simulation trajec-
tories, we calculated the binding energies using the 
MM-GBSA method, which provides a more accurate 
assessment of the binding effects between small mol-
ecules and the target protein. As shown in the Table  4, 
the binding energies of MCC950, 19,655,631, 38,214,692, 
Z192478440, Z1180203703, and Z4263586645 with the 
protein are − 27.93 ± 4.30, -28.88 ± 1.53, -28.15 ± 1.63, 
-26.55 ± 3.76, -37.91 ± 1.79, and − 25.42 ± 1.00  kcal/mol, 
respectively. The negative values indicate that these mol-
ecules exhibit binding affinity to the target protein, with 
lower values representing stronger binding. Our cal-
culations clearly show that 19,655,631, 38,214,692, and 
Z1180203703 exhibit better binding effects with NLRP3 
than MCC950, underscoring their superior binding per-
formance. Additionally, energy decomposition reveals 
that van der Waals forces and electrostatic interactions 

are the primary contributors to the binding, while non-
polar solvation energies make weaker contributions.

The above energy calculations reveal that 19,655,631, 
38,214,692, and Z1180203703 exhibit optimal dynamic 
binding effects. Using MM-GBSA energy decomposi-
tion, we identified the top 10 key residues contribut-
ing to the binding. Moreover, we sampled the binding 
conformations of the molecules and proteins at 0 ns, 30 
ns, 60 ns, and 100 ns from the simulation trajectories 
to visually observe the conformational stability of the 
small molecule-protein complexes. As shown in Fig.  9, 
for 19,655,631 and 38,214,692, the key amino acid is 
TYR-631, while for Z1180203703, the key amino acids 
are ARG-577, TYR-631, and LEU-627, all with bind-
ing energy contributions less than − 2  kcal/mol. No sig-
nificant conformational changes were observed for these 
three molecules over the simulation time, indicating that 
they all stably bind to the active site.

Conclusion
In this study, we collected structural and activity data 
of NLRP3 inhibitors from literature and patents and 
employed several machine learning methods, including 
LightGBM, Random Forest, and XGBoost, to build quan-
titative structure-activity relationship (QSAR) models. 
These models showed strong performance in predicting 
NLRP3 activity, with R² values of 0.774, 0.755, and 0.719, 
respectively.

To fully leverage these models, we applied them to 
predict NLRP3 activity for a large dataset of 11,526,814 
compounds from commercially available databases. For 
compounds with predicted pIC50 values greater than 
6, we further performed molecular docking and MMG-
BSA calculations, identifying 41 compounds with high 
binding affinity to NLRP3. However, in addition to bind-
ing affinity, compounds must exhibit favorable ADMET 
properties to be considered potential drugs. Therefore, 
we conducted ADMET calculations and screened out 26 
high-potential NLRP3 inhibitors.

Subsequently, we employed molecular dynamics simu-
lations to explore the binding stability and interaction 

Fig. 8 (A) The changes in the root-mean-square deviation (RMSD) of li-
gands over the simulation time and (B) the changes in the radius of gyra-
tion (RoG) of the complexes over time

 

Table 4 Binding free energies and energy components predicted by MM/GBSA (kcal/mol)
Ligand name MCC950 19,655,631 38,214,692 Z192478440 Z1180203703 Z4263586645
ΔEvdw -45.63 ± 3.05 -50.14 ± 1.32 -43.45 ± 2.77 -50.53 ± 2.60 -49.48 ± 1.99 -45.49 ± 1.14
ΔEelec -110.37 ± 5.59 -37.02 ± 1.61 -44.44 ± 4.07 -34.86 ± 4.04 -31.50 ± 3.55 -25.78 ± 3.26
ΔGGB 134.46 ± 4.35 64.79 ± 2.52 65.56 ± 4.09 65.12 ± 4.23 49.11 ± 3.38 51.77 ± 2.31
ΔGSA -6.41 ± 0.17 -6.50 ± 0.09 -5.82 ± 0.12 -6.27 ± 0.12 -6.04 ± 0.17 -5.91 ± 0.00
ΔGbind -27.93 ± 4.30 -28.88 ± 1.53 -28.15 ± 1.63 -26.55 ± 3.76 -37.91 ± 1.79 -25.42 ± 1.00
ΔEvdW: van der Waals energy

ΔEelec: electrostatic energy

ΔGGB: electrostatic contribution to solvation

ΔGSA: non-polar contribution to solvation

ΔGbind: binding free energy
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details of these potential NLRP3 inhibitors with the pro-
tein. The results revealed that compounds 19,655,631, 
38,214,692, and Z1180203703 exhibited comparable 
binding stability to MCC950 and demonstrated stron-
ger binding energies. Notably, the key amino acids in the 
protein binding pocket—TYR-631, ARG-577, and LEU-
627—played a pivotal role in inhibitor binding, offering 
valuable insights for further structure-based develop-
ment of NLRP3 inhibitors.

Our study demonstrates that machine learning-based 
QSAR models are highly efficient for screening com-
pound libraries of millions of molecules, underscor-
ing the value of building accurate models. Constructing 
effective QSAR models requires large, high-quality data-
sets of biochemical data. However, in the past, we only 
obtained a small amount of data sets from literature for 
modeling. In this research, in addition to sourcing data 
from literature (such as ChemBL), we also acquired 
data from patents, resulting in a model with superior 
performance.

Looking ahead, we aim to further expand our dataset 
by collaborating with commercial data sources, which 
will enhance the generalizability and predictive accuracy 
of our models. Additionally, improving the interpretabil-
ity of machine learning models will be crucial for future 
drug design efforts, as it will aid in understanding the 
relationship between compound structure and activity 
and guide the design of new molecules.
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